
Conclusion

 We present a self-supervised approach to learning

accurate optical flow for both occluded and non-

occluded pixels

 Our self-supervised pre-training reduces the reliance

of pre-training on synthetic labeled datasets

 Our method achieves state-of-the-art results on KITTI

and Sintel benchmarks (currently No.1 on Sintel) Code Link
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Introduction
 Optical Flow: motion of pixels between two adjacent images

 Challenges

 Traditional methods: computational complexity, time costing

 Supervised learning: need a large amount of labeled data  difficult

to obtain  pre-train on synthetic data  domain gap

 Unsupervised learning

 Photometric loss: measure the difference between reference

image and warped target image

 Produce reliable flow for non-occluded pixels, but lack the ability

to learn the flow of occluded pixels  performance gap

 Our Contribution

 Present a two-stage self-supervised learning approach to

learning optical flow of occluded pixels from unlabeled data

 Our self-supervised pre-trained model provides an excellent

initialization for supervised fine-tuning, reducing the reliance of

pre-training on synthetic datasets.

Method

 𝑝1 is non-occluded from 𝐼𝑡 to 𝐼𝑡+1, but becomes occluded from 𝐼𝑡 to  𝐼𝑡+1

 We distill reliable flow estimations of 𝑝1 from NOC-Model to guide the 

learning of OCC-Model 

Network Architecture

Occlusion Estimation

Loss Functions

 Photometric Loss 𝐿𝑝:

𝐿𝑝 =  

𝑖,𝑗

∑𝜓(𝐼𝑖 − 𝐼𝑗→𝑖
𝑤 )⨀(1 − 𝑂𝑖)

∑(1 − 𝑂𝑖)

 Self-Supervision Mask 𝑀𝑖→𝑗:

𝑀𝑖→𝑗 = clip(  𝑂𝑖→𝑗 − 𝑂𝑖→𝑗 , 0, 1)

 Self-Supervision loss 𝐿𝑜:

𝐿𝑜 =  

𝑖,𝑗

∑𝜓(𝐰𝑖→𝑗 −  𝐰𝑖→𝑗)⨀𝑀𝑖→𝑗

∑𝑀𝑖→𝑗

 Unsupervised Training

 NOC-Model: 𝐿𝑝

 OCC-Model: 𝐿𝑝 + 𝐿𝑜

 Supervised Fine-tuning

 Initialize with pre-trained OCC-

Model, fine-tune with ground

truth optical flow

In principle, we can utilize any

CNNs. Here we build our network

architecture based on PWC-Net.


